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Equations relating the energy flux, energy dissipation rate, and pressure within a three-
dimensional vibrofluidized bed are derived and solved numerically, using only observ-
able system properties, such as particle number, size, mass and coefficient of restitution,
to give the granular temperature and packing fraction distributions within the bed.
These are compared with results obtained from positron emission particle tracking
experiments and the two are found to be in good agreement, without using fitting
parameters, except at high altitudes when using a modified heat law including a
packing fraction gradient term. Criteria for the onset of the Knudsen regime are
proposed and the resulting temperature profiles are found to agree more closely with
the experimental distributions. The model is then used to predict the scaling relation-
ship between the height of the centre of mass and mean weighted bed temperature
with the number of particles in the system and the excitation level.

1. Introduction
Many industries use solid materials in granular form, and these granules have to

be stored, transported, and processed. However, often relatively little is known about
their behaviour during these stages; most processes that are used work satisfactorily,
but the reasons why are not always clear. Thus whilst there is a wealth of information
for specific particles in various systems, this is often only applicable to the system
investigated, and a more general approach is required. Of particular use for dilute mo-
bile granular flows is the analogy that the particles behave like the atoms or molecules
in a gas, albeit with the important distinction that the collisions in this macroscopic
gas are dissipative, and so require an energy input to sustain the behaviour.

The system we consider here has energy supplied by a horizontal plate vibrating
in the vertical direction, which supplies energy to particles above it by impact; the
energetic particles then form the familiar gaslike state. Such a system has been exten-
sively investigated both by models and experiments covering one (Luding et al. 1994a),
two (Kumaran 1998a), and three (Bizon et al. 1999) dimensions and employing such
methods as high-speed photography (Warr, Huntley & Jacques 1995; Horluck &
Dimon 2001), magnetic resonance imaging (Yang et al. 2002) and positron emission
particle tracking (PEPT) (Wildman et al. 2000), with a fair degree of agreement
between the two. The most accurate models use molecular dynamics or discrete
element modelling (DEM) to model the motion of each grain in the bed, but these
approaches are computationally intensive, especially when the deformation of the
particles is taken into account in DEM. Another approach is analytical modelling
(Brey, Moreno & Dufty 1996), where the hydrodynamic equations initially derived for
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classical gases are adapted and applied to this granular gas. The main advantage of
such an approach is that it is much quicker to solve these coupled differential equations
than it is to perform particle level simulations, although the information gained may
be more limited, and the whole is dependent upon the molecular gas analogy outlined
above.

Validation of these mathematical models by comparison with the results of numeri-
cal simulations and/or experiments is clearly an important step in establishing the
range of operating parameters over which they apply. Lan & Rosato (1995) and Helal,
Biben & Hansen (1997), for example, compared the predictions of one-dimensional
hydrodynamic models to discrete element and molecular dynamics simulations with
reasonable agreement, but in the latter case, constants were adjusted to fit the model to
the observed results. What we attempt to do here is to use the most appropriate form
of both the hydrodynamic equations and the boundary conditions for the system,
to predict the packing fraction and granular temperature distributions within the
system, without using any fitting parameters. Without such parameters, the selection
of the correct equations, from those available in print (e.g. Chapman & Cowling 1970;
Jenkins & Savage 1983), to describe the system is vital; these equations are presented
in the next section. We then compare these results to distributions of packing fraction
and granular temperature measured experimentally within a three-dimensional bed
using PEPT.

2. The hydrodynamic model
The system that we are attempting to model here is a vibrofluidized bed, consisting

of a container with particles inside, which rests upon a vibrating platform. Collisions
between the particles and the moving base supply energy to the system, while particle
and wall collisions remove energy from the system. In this analysis, a hollow cylinder,
of radius R, and of a height sufficient to contain all important events (typically 50
particle diameters) is used. Into this cylinder are placed N particles each with a
diameter d and a mass m. The system is then vibrated sinusoidally in the vertical
direction at a given frequency ω and a displacement amplitude A0.

Within this vibrating system, two conditions must be met to give a stable solution.
First, the weight of a section of the expanded bed must be supported by the
particles below it and it must, in turn, support the weight of the particles above,
in much the same way as a classical gas. Unlike such a gas though, the collisions
within this system are inelastic, so with each one, kinetic energy is lost from the
system to heat and plastic deformation. Two types of collision can occur: particle–
particle and particle–wall. So secondly, to balance these losses, particles colliding
with the vibrating base will gain energy. If the base does not provide sufficient
power, a fluidized bed is not formed, although other behaviour such as shock waves,
quasi-static convection and particle rearrangement, can be observed (Clément et al.
1996).

The distribution of particles is conveniently represented by the packing fraction
field, η(x, y, z), which indicates the fraction of the space taken up by particles in a
volume element located at any point (x, y, z). The mean fluctuation kinetic energy of
the particles is commonly known as the granular temperature, E0(x, y, z), by analogy
with the thermodynamic property of a classical gas. With experimental PEPT data,
this can be obtained from the time variation of the mean squared particle displacement
(Wildman & Huntley 2000).
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The approach taken by Helal et al. (1997) involved approximating two-dimensional
fields by one-dimensional profiles in the vertical (z) direction. The force balance
condition combined with an equation of state resulted in a first-order ordinary
differential equation (ODE) for η(z). The combination of an energy balance condition
together with a heat flux equation gave a second-order ODE for E0(z). Solution of
these two coupled ODEs required three boundary conditions, which were obtained
by fitting to the results of a molecular dynamics simulation. We follow a similar
approach, but use more appropriate expressions for the equation of state, the energy
balance expression (which includes wall dissipation), and the heat flux equation, as
well as for the boundary conditions at the base, and furthermore involve no adjustable
parameters.

The force balance equation is

dP

dz
= −ρg = − 6

πd3
ηmg, (2.1)

where P is the pressure within the bed, ρ is the mass density, and g is the acceleration
due to gravity.

The relationship between pressure and temperature for an ideal gas is given by the
simple kinematic equation of state:

P =
6kB

πd3
ηT , (2.2)

where kB is the Boltzmann constant and T is the thermodynamic temperature.
However, this does not take into account the fraction of the volume occupied by
the particles. An alternative equation of state for a system of macroscopic particles,
which is more accurate at higher packing fractions, has been proposed by Carnahan &
Starling (1969)

P =
6kB

πd3

η(1 + η + η2 − η3)

(1 − η)3
T . (2.3)

Here it is assumed that the distribution of individual particle velocities follows a
Maxwell–Boltmann distribution, so that the granular temperature can be defined as
E0 = kBT = m〈v2〉, with 〈v2〉 being the mean squared fluctuation velocity in any given
direction. The two equations of state are of a similar form and the second, (2.3), more
realistic one will be used here.

Differentiating (2.3) with respect to height, and equating to the right-hand side
of (2.1) gives the variation of the packing fraction with height, as a function of
the packing fraction, temperature and temperature gradient. For convenience, we
convert the variables z and T into the dimensionless quantities z∗ and T ∗, using the
relationships z∗ = z/d and T ∗ = kBT /mgd . This gives

dη

dz∗ = − η

T ∗
(1 − η)4

(1 + 4η + 4η2 − 4η3 + η4)

(
1 +

(1 + η + η2 − η3)

(1 − η)3
dT ∗

dz∗

)
. (2.4)

Unlike the case of an isothermal ideal gas, the presence of energy dissipation means
that the dT ∗/dz∗ term cannot be assumed to be zero. For completeness, we also give
the second derivative of η, which will be required later:

d2η

dz∗2
= f (η, T ∗) − η

T ∗
(1 − η)(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)

d2T ∗

dz∗2
, (2.5)
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where

f (η, T ∗) = − 1

T ∗
(1 − η)4

(1 + 4η + 4η2 − 4η3 + η4)

dη

dz∗ +
4η

T ∗
(1 − η)3

(1 + 4η + 4η2 − 4η3 + η4)

dη

dz∗

+
η

T ∗
4(1 + 2η − 3η2 + η3)(1 − η)4

(1 + 4η + 4η2 − 4η3 + η4)2
dη

dz∗ +
η

T ∗2

(1 − η)4

(1 + 4η + 4η2 − 4η3 + η4)

dT ∗

dz∗

− 1

T ∗
(1 − η)(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)

dT ∗

dz∗
dη

dz∗

+
η

T ∗
(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)

dT ∗

dz∗
dη

dz∗

− η

T ∗
(1 − η)(1 + 2η − 3η2)

(1 + 4η + 4η2 − 4η3 + η4)

dT ∗

dz∗
dη

dz∗

+
η

T ∗
4(1 + 2η − 3η2 + η3)(1 − η)(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)2
dT ∗

dz∗
dη

dz∗

+
η

T ∗2

(1 − η)(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)

(
dT ∗

dz∗

)2

. (2.6)

The second condition for the system to exist in a steady state is the energy balance
requirement: the energy entering a section of the bed in a unit time must equal the
amount leaving the section plus the amount lost in that section in a unit time owing
to collisions. In this system, the energy entering a horizontal slice of the cylinder is
given by the upward flux of energy through the bed. We compare here three different
equations that have been proposed relating this flux to the temperature and packing
fraction gradients.

In the simplest model, the energy flux, J , is dependent only upon the temperature
gradient, as stated by Fourier’s law of heat conduction, and a typical expression for
this when applied to a granular system is given by Kay & Nedderman (1985)

J = −κ∇T , (2.7)

where

κ =
6ηk2

BT

πd3mζ
, (2.8)

and where ζ is the single particle collision rate.
However, more recent work has also incorporated a second term, proportional to

the packing fraction gradient, into the energy flux expression, which takes into account
the energy transfer rate given by the variation in packing fraction concentration owing
to the presence of inelastic particles. This revised expression has been developed by
Brey et al. (1996), and more recently adapted to the system of interest here by Brey
et al. (1998), and has the form

J = −κ∇T − µ∇η, (2.9)

where

κ = κ∗κ0, (2.10)

µ = µ∗ T

η
κ0, (2.11)

where the coefficients κ∗ and µ∗ are dimensionless functions of the inter-particle
coefficient of restitution, e (tending to 1 and 0, respectively, as e tends to 1), which
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alter the basic thermal conductivity, κ0, given by

κ0 =
75kB

64d2

(
kBT

πm

)1/2

. (2.12)

κ∗ and µ∗ are given by

κ∗ = 2
3
(1 + c(e))(ν(e) − 2ζ (e))−1, (2.13)

µ∗ = 2ζ (e)

(
κ∗ +

c(e)

3ζ (e)

)
(2ν(e) − 3ζ (e))−1, (2.14)

and

c(e) =
32(1 − e)(1 − 2e2)

(81 − 17e + 30e2(1 − e))
, (2.15)

ζ (e) = 5
12

(1 − e2)

(
1 +

3c(e)

32

)
, (2.16)

ν(e) = 1
3
(1 + e)

(
1 +

33(1 − e)

16
+

(19 − 3e)c(e)

1024

)
. (2.17)

In the perfectly elastic limit, (2.10)–(2.17) reduce to (2.8) except for a scaling factor
of 75/16.

The third expression for energy flux considered here is given by Jenkins (1999). This
retains only the temperature gradient term, but unlike the Brey expression contains
extra terms that account for excluded volume effects at high packing fractions:

κ =
45

8

η√
πd2

(
k3

BT

m

)1/2[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]
, (2.18)

where

G = ηg0(η) =
η(2 − η)

2(1 − η)3
, (2.19)

and g0(η) is the pair distribution function at contact, which increases the collision
rate due to excluded volume effects. In this work, g0(η) is taken to be that given by
Jenkins & Savage (1983), namely

g0(η) =
2 − η

2(1 − η)3
. (2.20)

Again, in the dilute limit, (2.18) and (2.19) reduce to (2.8) except for a scaling factor
of 75/16.

Equations (2.9)–(2.19) can be used to specify the transfer of energy into and out of
a volume element, and consequently the change in flux over the region. Before doing
this, however, we must specify the energy dissipation due to collisions with the wall
and other particles. Jenkins & Savage (1983) calculate the grain–grain dissipation
rate, γgg , by multiplying the mean collision frequency by the mean energy loss per
collision, which can be written as

γgg =
72η2g0(η)(1 − e2)

π3/2d4

(
k3

BT 3

m

)1/2

, (2.21)
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and in the manner of Wildman, Huntley & Parker (2001) another expression for the
particle–wall dissipation rate per unit area and time, γgw , is obtained:

γgw =
3ηχ(η)

(
1 − e2

w

)
(2π)3/2d3

(
k3

BT 3

m

)1/2

, (2.22)

where ew is the particle–wall coefficient of restitution, and χ(η) is the enhancement
factor for particles hitting the wall, owing to the presence of other particles, as derived
by Pasquarell & Ackermann (1989), and given by

χ(η) =
(1 − 2η)

(1 − 4η)
. (2.23)

As these losses are responsible for the decrease of energy in the system, they reduce
the energy flux through the upper surface of a volume element in the system consisting
of a disk of radius R and thickness δz relative to that through the lower surface, by
an amount δJ where

δJπR2 = −γggπR2δz − γgw2πRδz. (2.24)

The resulting differential equation for the vertical component of flux, J is therefore

dJ

dz
= −γgg − γgw

2

R
. (2.25)

With the Brey energy flux expression this can be written in dimensionless form as

d

dz∗

(
κ∗T ∗1/2 dT ∗

dz∗ + µ∗ T ∗3/2

η

dη

dz∗

)
=

192ηT ∗3/2

75π

(
24ηg0(η)(1 − e2) +

χ(η)
(
1 − e2

w

)
√

2R∗

)
,

(2.26)

where R∗ = R/d .
Expanding the left-hand side of (2.26) gives

κ∗

(
d2T ∗

dz∗2
+

1

2T ∗

(
dT ∗

dz∗

)2
)

+ µ∗

(
T ∗

η

d2η

dz∗2
− T ∗

η2

(
dη

dz∗

)2

+
3

2η

dη

dz∗
dT ∗

dz∗

)

=
192ηT ∗

75π

(
24ηg0(η)(1 − e2) +

χ(η)
(
1 − e2

w

)
√

2R∗

)
. (2.27)

The final step involves expressing the second derivative of the temperature in terms
of only η, T ∗, dη/dz∗ and dT ∗/dz∗; this requires substitution of (2.5), and gives (2.28):(

µ∗ (1 − η)(1 + η + η2 − η3)

(1 + 4η + 4η2 − 4η3 + η4)
− κ∗

)
d2T ∗

dz∗2

= −192ηT ∗

75π

(
24ηg0(η)(1 − e2) +

χ(η)
(
1 − e2

w

)
√

2R∗

)
+ κ∗ 1

2T ∗

(
dT ∗

d z∗

)2

−µ∗ T ∗

η2

(
dη

dz∗

)2

+ µ∗ 3

2η

dη

dz∗
dT ∗

dz∗ − µ∗ T ∗

η
f (η, T ∗). (2.28)
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Equivalent equations to (2.26) and (2.28) for the Jenkins heat conduction model
can be derived as follows:

d

dz∗

(
ηT ∗1/2

[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]
dT ∗

dz∗

)

=
8

15

ηT ∗3/2

π

(
24ηg0(η)(1 − e2) +

χ(η)
(
1 − e2

w

)
√

2R∗

)
(2.29)

[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]
d2T ∗

dz∗2
=

8

15

T ∗

π

(
24ηg0(η)(1 − e2) +

χ(η)
(
1 − e2

w

)
√

2R∗

)

−1

η

[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]
dT ∗

dz∗
dη

dz∗ − 1

2T ∗

[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]

×
(

dT ∗

dz∗

)2

−
[

− 5

24

1

G2
+

6

5

(
1 +

32

9π

)]
dT ∗

dz∗
dG

dz∗ . (2.30)

Thus the system may be described in terms of T ∗ and η through the coupled first-
order ODE (2.4) and the second-order ODE (2.28) or (2.30). These can be rewritten
as three first-order ODEs in the variables η, T ∗ and dT ∗/dz∗, from which the required
profiles η(z∗) and T ∗(z∗) can be calculated using standard ODE solvers. Before this
can be done, however, it is necessary to specify the boundary conditions consisting of
the values of η, T ∗ and dT ∗/dz∗ at z∗ = 0. We consider how to specify these conditions
in the next section.

3. Boundary conditions
Of the three required boundary conditions, only the temperature gradient can

be specified directly, and this requires a suitable model relating the base excitation
parameter to the energy flux at z∗ =0, which we develop below. Neither η(0) nor
T ∗(0) are known a priori. However, two alternative conditions can be specified: first,
in the limit z∗ → ∞, J (z∗) → 0 as particles, the carriers of energy, become increasingly
rare; and secondly, the total number of particles, which is proportional to

∫
η(z∗) dz∗,

is fixed.
We consider first the energy flux across the base of the bed, which can be used to

calculate the temperature gradient at the point z∗ = 0, given boundary values for the
packing fraction and temperature. At least three analyses for energy transfer rates
from a moving boundary to a granular system have been proposed (Richman 1993;
Warr & Huntley 1995; Kumaran 1998b). Warr & Huntley (1995) developed a detailed
analysis to calculate the mean amount of energy transferred to a particle impacting
a base vibrating with a triangular waveform, of velocity ± V . This mean is obtained
over all possible impact speeds (assuming a Maxwell–Boltzmann distribution), and
all possible impact positions in the base cycle via an integral, Ie, which gives the mean
change in velocity squared of the particles on collision and is evaluated numerically
for a given base velocity magnitude. The only requirement on the vibration period is
that it should be much shorter than the mean time between successive collisions made
by a given particle and the base, so that the point in the base cycle at which the particle
impacts is essentially random. The flux at z∗ = 0 can be specified in terms of Ie as

J0 =
3mη0χ(η0)

(2π)3/2d3

(
m

kBT0

)1/2

Ie, (3.1)

where T0 = T (0) and η0 = η(0).
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Figure 1. Energy input integral (Ie) for a range of base and particle impact velocities, and a
base–particle restitution coefficient of 0.91 (glass base and glass particles). (a) Warr & Huntley
model, (b) Richman model.

Figure 1(a) shows how the non-dimensional integral I ∗
e = Ie/g

2d2 varies depending
upon the speed (temperature) of the incident particles and the dimensionless velocity
of the base, V ∗ = V/

√
dg, for the case ew = 0.91. It can be seen that with small base

velocities, higher incident speeds do not necessarily lead to greater energy inputs, and
it is possible for incident particles to lose energy on the average during an impact.

An alternative expression proposed by Kumaran (1998b) gives an energy input
proportional to T 1/2〈V 2〉, which is easy to implement, but does not allow for the
possibility of energy extraction from the bed, nor does it take into account the
coefficient of restitution between the particle and the base. Richman (1993) provided
expressions for the mean energy input to, and that extracted from, a bed by a
frictionless bumpy boundary moving in all three orthogonal directions with a mean
square velocity of 3V 2 (i.e. V 2 for each axis). The difference between these expressions
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can then be used to calculate the flux for the current problem by setting the bumpiness
parameter, θ , to zero. Motion of a flat frictionless base in the two in-plane (x and
y) directions causes no additional transfer of energy to the granular material, and
Richman’s analysis (for the case of a mean square velocity of 3V 2) should therefore
be directly comparable to the Warr & Huntley analysis for a base moving in the
z-direction with a velocity ± V . The equivalent functional form of I ∗

e is plotted in
figure 1(b) for the same base velocities as in figure 1(a). Despite some differences at
the low T ∗ end, the two sets of curves (figures 1(a) and 1(b)) are seen to be broadly
equivalent. The decision on which of the two should be chosen is therefore unlikely to
influence the outcome of the calculations significantly. The advantage of the Warr–
Huntley expression is that, provided the assumptions noted above are satisfied, it
is an exact result, taking account, for example, of double-bounce interactions with
the base. On the other hand, it is only exact for a triangular waveform. For the
results presented in this paper we used the Warr & Huntley flux expression, and took
account of the fact that the experimental waveform is actually sinusoidal by equating
the mean square velocities for the two cases (V 2 and A2

0ω
2/2, respectively).

The energy flux at the base, J = J0, then leads to the following condition at z∗ = 0,
for the case of a base with the same restitution coefficient as for the particle–particle
collisions:

J0 = − 75kB

64
√

πd2

(
kBT0

m

)1/2
(

κ∗ dT

dz

∣∣∣∣
z=0

+ µ∗ T0

η0

dη

dz

∣∣∣∣
z=0

)
=

3mη0χ(η0)

(2π)3/2d3

(
m

kBT0

)1/2

Ie.

(3.2)

Substituting in (2.4) and expressing in dimensionless form results in the temperature
gradient at z∗ =0, which is the first of the required boundary conditions:(

µ∗ (1 − η0)
(
1 + η0 + η2

0 − η3
0

)(
1 + 4η0 + 4η2

0 − 4η3
0 + η4

0

) − κ∗

)
dT ∗

dz∗

∣∣∣∣
z∗=0

=
96η0χ(η0)I

∗
e

75
√

2πT ∗
0

− µ∗ (1 − η0)
4(

1 + 4η0 + 4η2
0 − 4η3

0 + η4
0

) . (3.3)

The equivalent boundary condition for the Jenkins heat flux equation is[
5

24

1

G
+ 1 +

6

5

(
1 +

32

9π

)
G

]
dT ∗

dz∗

∣∣∣∣
z∗=0

=
4χ(η0)I

∗
e

15
√

2πT ∗
0

. (3.4)

To impose the second boundary condition, J (∞) = 0, we set (2.7) (Jenkins model)
or (2.9) (Brey model) to zero. This fixes the temperature gradient at the top of the
system as zero in the former case, and

dT ∗

dz∗

∣∣∣∣
z∗=∞

= − µ∗(1 − η)4

(µ∗(1 − η)(1 + η + η2 − η3) − κ∗(1 + 4η + 4η2 − 4η3 + η4))
(3.5)

in the latter case. It is worth pointing out that this gradient is non-zero, and actually
positive for the values of restitution coefficient used in our experiment, leading to an
increasing temperature at large values of z. This results directly from the form of
(2.9), and is not a consequence of the method used to solve the ODEs.

To apply both the second and third boundary conditions, it is necessary to use
initial estimates for η0 and T ∗

0 . The three first-order ODEs are solved, in this case using
a medium-order Runge–Kutta technique (MATLAB function ode45). In general, the
calculated temperature gradient at large z∗ will diverge markedly from the required
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value (either zero or that given by (3.5)). The initial estimate for T ∗
0 is then updated

within an iterative scheme until the required value is satisfied at the end of the
integration range (z∗ =50). The resulting T ∗(z∗) and η(z∗) profiles then represent the
solution for the case where the number of grains in the bed is

N = 6R∗2

∞∫
0

η
(
z∗) dz∗. (3.6)

In general, this will not correspond to the actual number of particles. The third
boundary condition is therefore imposed by updating the initial estimate for η0 in a
second iterative loop so as to minimize the difference between the calculated N and
the actual N . For each updated estimate for η0 it is, of course, necessary to re-impose
the second boundary condition above.

This method provides temperature and packing fraction distributions for given
values of the number of particles, vibration amplitude, coefficients of restitution with
particles, base and wall, and the size of the system. The following sections describe the
comparison between such predicted distributions and those measured experimentally,
together with the study of several scaling laws.

4. Comparison with experiment
The system outlined above has also been investigated experimentally in three-

dimensional beds using the technique of PEPT. Seven hundred glass beads, each with
a diameter of 5 mm, were placed in a 140 mm diameter polymethyl methacrylate
(PMMA) container, of height 300 mm, which was fitted with a glass base. The
coefficients of restitution were measured as 0.91 ± 0.02 for a glass–glass collision and
0.68 ± 0.04 for a glass–PMMA collision. The cylinder was then attached to a Ling
Dynamic Systems vibrator, which vibrated the system at a frequency of 50 Hz and
amplitude of up to 1.54 mm with a sinusoidal waveform. Horizontal displacements
were found to be less than 3 % of the magnitude of the main vertical displacements.

PEPT involves labelling a single tracer particle with radioactive nuclei. These
nuclei decay by positron emission, and the positrons emitted rapidly annihilate with
local electrons, producing pairs of gamma rays travelling in opposite directions. Two
position sensitive detectors placed either side of the system detect the gamma rays.
A line can later be drawn between the two positions, along which the emitting
particle must have lain. In theory, it takes only a single additional line to pinpoint
the location of the particle, but in practice a number of events are used to correct for
scattering within the system. In the system outlined above, PEPT can typically locate
the tracer particle up to 500 times per second, with an accuracy of 1–2 mm when the
particle is travelling at 1 m s−1. As the tracer particle used here was identical to all the
others, apart from its radioactivity, the trajectory obtained is representative of all the
particles, and can be used to calculate the system distributions. Packing fraction and
temperature profiles for such a system have been published previously (Wildman et al.
2001) and as these publications contain details of how the profiles were obtained,
they are not reproduced here.

Comparisons between the model predictions and the experimental values are plotted
in figures 2 and 3. The model results in figure 2 were obtained using the Brey heat flux
equation (2.9)–(2.11), whereas those in figure 3 were based on the Jenkins equation
(2.7) and (2.18). The z-component of measured temperature is plotted here since
this is the relevant component for this one-dimensional model. The simple heat flux
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Figure 2. Comparisons between the model (using Brey heat flux equation) and experimental
results for dimensionless temperature and packing fractions at dimensionless base velocities of
(a) 0.74, (b) 1.14 and (c) 1.54.

equation (2.7) predicted distributions that differed significantly from the experimental
ones, having a higher base temperature, and tending to a constant temperature at
high levels which is much lower than that observed. The packing fraction profiles
also indicated a large concentration of particles approximately four particle diameters
above the base, much higher than that observed experimentally. In view of the poor
agreement we have not presented the results here.

The temperatures at low z ∗ (< 3) are seen to agree slightly better when calculated
with the Brey equation than with the Jenkins equation, as the temperature gradient
is slightly higher, indicating that the base boundary condition (equations (3.3) and
(3.4)) is better satisfied using the Brey expression; although, as the amplitude of the
vibration increases, the temperatures predicted by both models increase more rapidly
than those observed experimentally.
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Figure 3. Comparisons between the model (using Jenkins heat flux equation) and ex-
perimental results for dimensionless temperature and packing fractions at dimensionless base
velocities of (a) 0.74, (b) 1.14 and (c) 1.54.

The situation is reversed at higher z∗ values since the experimental results show no
real evidence of the upturn in temperature predicted by the Brey equation (figure 2),
owing to the zero flux condition at the top of the system. However, as fewer data are
gathered for the more dilute higher regions, it becomes difficult to obtain accurate
temperature values in these regions. It is worth noting that slight rises in temperature
have been observed previously, such as those reported by Wildman et al. (2001), and
that there does seem to be a small dip in the 5 to 10 particle region.

The models predict, in both cases, higher packing fractions at the base than are
observed experimentally. The experimental profiles demonstrate sharp dips at the base,
probably due to the manner in which the PEPT algorithm locates particles next to a
surface. If we neglect this artefact, the predictions from the Brey equation (figure 2)
are seen to be in slightly better agreement than those of the Jenkins model, giving
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N V ∗ Experimental z∗
m Model z∗

m Experimental T ∗
m Model T ∗

m

700 0.740 3.03 2.69 1.73 1.72
700 1.142 4.94 4.76 3.45 3.71
700 1.544 7.16 7.45 5.23 6.41

Table 1. Comparison between observed mean bed properties and those predicted by the
model.

slightly higher concentrations near the base and lower concentrations near the top,
bringing them closer to the experimental results.

Two numbers are often used to describe the state of a vibrofluidized bed: the
height of the centre of mass (z∗

m) and the mean temperature of the bed (T ∗
m), and

these collapse the distributions down to single figures. As the system is driven harder,
both values increase. Table 1 shows a comparison between the values obtained from
experimental data and those obtained from the model. In this case, the results from
the Brey equation are used, with the granular temperature distribution weighted
by the packing fraction distribution so that the high temperatures observed in the
presence of few particles do not dominate the calculation. Good agreement between
the two is obtained for the height of the centre of mass, while temperature behaviour
is similar to the temperature trend at the base of the bed noted above.

5. Discussion
It can be seen from figures 2 and 3 and table 1 that there is reasonable agreement

between the experimental results and the model, using only the measurable system
properties and no adjustable parameters. There are, however, two areas where the
model and the results differ significantly: first, the bulk temperature values predicted
by the model increase more rapidly with increasing amplitude than do the
experimental ones, and secondly, the experimental results show no rise in temperature
at large z values, unlike the predictions of the Brey equation (figure 2).

There are alternative expressions for the energy input and dissipation rates, for
example, Kumaran (1998b) energy input and Chapman & Cowling (1970) dissipation
rates, although they generally have the same packing fraction and temperature
dependencies, only varying slightly in the constants. However, these alternatives were
not found to provide any better agreement. Higher dissipation rates, for example,
give lower temperatures, and consequently better agreement with the observed
temperatures for large vibration rates, but worse agreement for low rates.

Changing the equation of state used, however, changes the relationship between
the two. The Carnahan & Starling (1969) equation of state shows a complex packing
fraction dependence, which is why the packing fractions can agree reasonably well over
a range of conditions while the temperatures systematically worsen with increasing
vibration amplitude. The Carnahan & Starling (1969) equation gives better agreement
than the ideal gas equation, which is why it was used here, however, there may well
be alternative equations that model the system more accurately and give even better
results.

The second main discrepancy is the upturn in the temperature profiles predicted
by the model when using the Brey heat flux equation. This phenomenon has been
observed and commented on previously by Brey, Ruiz-Montero & Moreno (2001),
Ramirez & Soto (2002), and in detail in Brey & Ruiz-Montero (2004), and is the
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result of (2.9), where the temperature and packing fraction gradients can balance
each other to give zero flux. As commented in § 3, the scarcity of particles in this
region increases the random errors in the measured temperature values, although
any systematic errors are reduced as the mean free time becomes much greater than
the temporal resolution of the PEPT system. A more plausible explanation for the
discrepancy is that in this dilute region, it becomes highly questionable as to whether
a hydrodynamic description provides a valid model for the system.

We can draw an analogy between the current situation and the case of Knudsen
flow within a pipe, which occurs when the mean free path is comparable to the
pipe diameter. Two possible critical packing fractions can be proposed to predict the
limit of hydrodynamic applicability: the first, ηv , occurs when the mean time between
collisions is large enough for gravity to completely arrest the mean particle vertical
motion; and the second, ηr , occurs when the mean time between collisions exceeds
the mean time required to cross a horizontal distance equal to the radius of the vessel.
These relationships are;

ηv =

√
π

24T ∗ , (5.1)

ηr =

√
π

24

d

R
. (5.2)

Vertically, a situation is reached where particles are more likely to follow parabolic
trajectories than to collide with each other. Given elastic particles and the assumption
that particles passing this point have a range of speeds given by a Maxwell–Boltmann
distribution, we would expect an isothermal region above with an exponentially
decreasing packing fraction, as the particle kinetic energy is converted into potential
energy; the fewer high-speed particles reach further, but their speed is reduced as
they lose kinetic energy. Horizontally, the limit shows no temperature dependence, as
particles that move faster collide more often, but will also cross the specified distance
in a smaller time.

If we model the system crudely as consisting of a hydrodynamic regime below the
relevant critical packing fraction, and collisionless parabolic trajectories above, then
the variation of temperature with height in the upper region, where the assumptions
giving rise to the Maxwellian velocity distribution no longer apply, can be derived as
follows. Clearly, gravity will have no effect on the velocity distributions in either the
x∗ or y∗ directions. However, in the vertical direction, gravity will prevent some of
the lowest-speed particles reaching a given height z∗ lying above the critical height
z∗

c , and reduce the velocity of those particles that are sufficiently energetic to reach
height z∗. If we consider the probability density functions f1(v1) and f2(v2) for the
z-component of velocity, at two heights z1 and z2, then the dynamic interchange of
particles between the two heights means that at steady state

n2f2(v2) = n1

v1

v2

f1(v1)
dv1

dv2

, (5.3)

where n1 and n2 are the number per unit length at the two heights, and

v2
2 = v2

1 − 2gh (v2 � 0). (5.4)

If the velocity density at z1 is Maxwellian, i.e.

f1(v1) = A exp

(
− mv2

1

2kBT

)
(−∞ < v1 < ∞), (5.5)
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with A the normalization constant m/(2πkBT )1/2, then from (5.3) to (5.5) it is easy to
show that the corresponding function at height z2 is

n2f2(v2) = n1 exp

(
−mg(z2 − z1)

kBT

)
A exp

(
− mv2

2

2kBT

)
(v2 � 0),

f2(v2) = f2(−v2) (v2 < 0).


 (5.6)

Therefore, even though no grain–grain collisions occur between the two heights, the
density function is seen to remain Maxwellian with the same temperature, and with a
Boltzmann exponential decay in packing fraction. Although this analysis ignores the
losses from grain–wall collisions, such losses can be shown to be relatively small. As a
first-order approximation, we therefore assign constant temperature and exponential
decay in packing fraction above z∗

c . This allows the total rate of energy loss due
to grain–wall collisions to be calculated analytically, which can then be used as the
boundary condition for energy flux at height z∗ = z∗

c .
The result of including the above into the Brey version of the model for a base

velocity V ∗ of 1.14 is given in figure 4. Below the limiting point, the curves are almost
identical, indicating that the upper region has very little influence on the lower region.
Above the limiting points, the packing fraction profiles are seen to agree much more
closely with experimental results than the pure hydrodynamic prediction, which is
clearly not Boltzmann-like. The constant temperature for z∗ > z∗

c is also much closer
to the profile observed experimentally. The fact that the predictions are still slightly
higher than the experimental curves suggests that the hydrodynamic approach may
lose its validity at an even lower height than the limiting packing fractions used
here. This approach leads to sharp changes in the gradients of the curves. In reality,
of course, the transition would be smoother, as the fraction of particles undergoing
insufficient collisions to be modelled by the hydrodynamic description gradually
increased. The development of a suitable theory to describe the transition in a
rigorous way is, however, beyond the scope of the current paper.

6. Scaling behaviour
Even with the limitations outlined above, the simple unmodified model gives good

values for the height of the centre of mass (z∗
m) and mean weighted temperature

(T ∗
m) because the unphysical increase in temperature at high altitude is weighted by a

rapidly decreasing packing fraction. The model can therefore be used to investigate
the scaling behaviour of z∗

m and T ∗
m with the base velocity, number of particles and

particle–particle restitution coefficient. Figure 5 illustrates how these values vary for
a range of base velocities and number of particles within the system. Both of these
values increase with increasing excitation and decrease with increasing numbers of
particles. The reason for this is in the energy balance; higher base velocities lead to
a greater energy input into the system, giving higher temperatures and more dilated
beds, while systems with more particles have more collisions and their energy is
dissipated more quickly, leading to lower mean values.

Figures 6 and 7 show how the height of the centre of mass and mean weighted
temperature, respectively, change when the hydrodynamic limits are imposed. The
radial limit changes these properties only slightly (less than 3 %), and has most
impact on beds with fewer particles, where the systems naturally have a lower
packing fraction distribution so the limit is reached at a lower height, changing more
of the distribution. The vertical limit is temperature dependent and so the beds with
low excitation levels reach their limiting heights sooner, along with those beds with



340 T. W. Martin, J. M. Huntley and R. D. Wildman

(a)

0

1

2

3

4

5

6

7

5 10 15 20 25 30 35

T
em

pe
ra

tu
re

, T
*

model 1.14

real

vertical limit

radial limit

(b)

10–5

10–4

10–3

10–2

10–1

100

Height, z*

P
ac

ki
ng

 f
ra

ct
io

n

0 5 10 15 20 25 30 35

Figure 4. (a) dimensionless temperature and (b) packing fraction profiles using the two
definitions for the transition point to the Knudsen regime.

fewer particles, so these show the most change; as much as 8 % difference for a bed
with 350 particles at a base velocity of 0.74. However, since the changes are small, it
would seem reasonable to use the simple model to obtain an idea of bed behaviour
under varying conditions.

In many cases (Warr & Huntley 1995; Kumaran 1998b), the dissipation due to wall
impacts is not included in models to estimate these two values. In this model, it is
simple to turn the wall dissipation off by setting the wall coefficient of restitution to
1, and an illustration of how these values change in this situation, using this simple
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Property Wall dissipation Dimensions N exponent V ∗ exponent

z∗
m Current model Y 3 −0.47±0.14 1.29±0.20

z∗
m Wildman et al. (2001) experiment Y 3 −0.37±0.09 1.24±0.15

z∗
m Warr et al. (1995) experiment Y 2 −0.27±0.11 1.3±0.04

z∗
m Current model N 3 −0.58±0.17 1.40±0.24

z∗
m Warr et al. (1995) model N 2 −1 2

z∗
m Luding et al. (1994b) simulation N 2 −1 1.5

T ∗
m Current model Y 3 −0.87±0.04 1.69±0.06

T ∗
m Wildman et al. (2001) experiment Y 3 −0.76±0.07 1.54±0.37

T ∗
m Warr et al. (1995) experiment Y 2 −0.6±0.03 1.41±0.03

T ∗
m Current model N 3 −0.99±0.09 1.85±0.11

T ∗
m Kumaran et al. (1998b) model N 3 −1 2

T ∗
m Warr et al. (1995) model N 2 −1 2

Table 2. Comparison of model and experimental relationships.

model, is given in figure 8. Obviously, with less dissipation, both values increase,
however, the range of increase in the systems modelled varies from 2 % to 40 %,
with the more highly populated systems changing less. This demonstrates that wall
impacts are a more important energy sink in dilute systems with fewer particles, where
inter-particle collisions happen less frequently.

Since wall dissipation is often not included in models, but is present in experiments,
values with and without it have been used to calculate the scaling dependence of
the height of the centre of mass and mean weighted temperature with both the
total number of particles, N , and the base velocity, V . The exponents obtained for
scaling are summarised in table 2 along with values obtained by other authors. The
exponents for temperature scaling agree with the models of Warr et al. (1995) and
Kumaran (1998b). Most models and experiments show a centre of mass dependence
of just under 1.5 on V ∗, and the one presented here is no exception, and while the N

exponent calculated here is in agreement with previous experimental results, previous
models have predicted a factor of –1.

7. Conclusions
A one-dimensional hydrodynamic model has been developed for the prediction

of granular temperature and packing fraction profiles within a three-dimensional
vibrofluidized bed. Several equations from the literature for both energy input rate
and for the heat flux transfer properties of the granular material have been compared.
The particle–particle, particle–base, and particle–wall restitution coefficients, together
with the base velocity, cell geometry, and number of particles, are included explicitly in
the model allowing direct calculations to be made without any adjustable parameters.

The results were found to agree reasonably well with profiles derived experimentally
using the technique of PEPT. At low excitation levels, the temperatures agree well,
while packing fractions agree over the full range of excitation levels studied. It is
thought that a more suitable equation of state would produce better agreement.
Results from the version of the model that includes an additional term in the
packing fraction gradient were found, in general, to be in slightly better agreement
than those from the version without the term, although effects due to anisotropic
temperature distributions, wall friction, etc. could well be sufficiently large to explain
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such discrepancies. One major remaining discrepancy, however, was that the model
with the extra term predicts a steadily increasing temperature at high altitudes. This
unphysical behaviour can be interpreted as being due to use of the hydrodynamic
approach in regions where the packing fraction is so low that the approach is
no longer strictly applicable. Criteria for the onset of the Knudsen regime were
proposed, and the resulting temperature profiles were found to agree more closely
with the experimental distributions.

The height of the centre of mass predicted by the model agrees well with
experimental results, while the predicted weighted mean temperature becomes less
accurate with increasing excitation levels. The model can be used to evaluate these
properties over a range of operating conditions, leading to the derivation of simple
scaling laws. Compared to detailed simulations, this approach gives a quick solution
for the temperature and packing fraction distributions, and it is hoped that with
refinement, in particular with the inclusion of terms able to describe the transition
from the hydrodynamic to the Knudsen regimes, the accuracy will improve still
further.
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